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Abstract

Geometric algebra provides a number of powerful tools for the treatment
of rotations in three dimensions. Rotations are parameterised by rotors, which
are normalised multivectors in a 4-d subalgebra of the 3-d geometric algebra.
This parametrisation can be exploited to simplify both extrapolation and
optimisation problems involving rotations. A number of these are considered
in the context of computer vision.



1 Introduction

Geometric algebra is an extremely powerful language for solving complex geometric
problems in engineering [4, 8]. Its advantages are particularly clear in the treatment
of rotations. Rotations of a vector are performed by the double-sided application
of a rotor, which is formed from the geometric product of an even number of unit
vectors. In three dimensions a rotor is simply a normalised element of the even
subalgebra of G3, the geometric algebra of three dimensional space. In this paper
we are solely interested in rotations in space, and henceforth all reference to rotors
can be assumed to refer to the 3-d case. Rotors have a number of useful features.
They can be easily parameterised in terms of the bivector representing the plane of
rotation. Their product is a very efficient way of computing the effect of compound
rotations, and is numerically very stable.

Rotors are normalised elements in a 4-d algebra (the even subalgebra of Gs),
so they can be represented by points on the unit sphere in 4-d. This is called a 3-
sphere, and is the rotor group manifold [2, 5]. The simple structure of this manifold
makes it very easy to extrapolate between rotations, which is useful in many fields
including finite element analysis and rigid body dynamics. The extrapolation
method can be easily understood in terms of relaxing the normalisation constraint
and working with unnormalised rotors, and normalising the result at the end of a
computation. This is also the key to simplifying the problem of differentiating with
respect to rotations. Ordinarily, a function of a rotation is viewed as taking its
value on the group manifold. Derivatives of this function take their values in the
tangent space to the group manifold. This is mathematically rigorous, but rather
cumbersome computationally. A better idea is to move off the group manifold and
work in the 4-d linear space, where the rules of calculus are much simpler [3, 4, §].
Used properly, this trick can significantly simplify optimisation problems involving
rotations.

The main applications considered here are to variations of the camera localization
problem in computer vision [7, 8, 10, 11, 13, 14]. Suppose that a number of cameras
are placed in unknown positions and they observe the same scene. In order to
reconstruct the scene, we need to determine the relative positions and orientations
of the cameras. Given a sufficient number of point matches between the cameras,
this information can be accurately recovered without any external measurements.
For most cases this problem can be reduced to a least squares minimisation over
a set of rotations and translations, and this can be simplified considerably using
the techniques of rotor calculus. The least squares likelihood functions used here



are derived from a simple Bayesian probabilistic model, which helps to expose
some of the underlying assumptions in the choice of likelihood function [12]. This
is useful in pointing the way to constructing improved models. In this paper
we assume a projective camera model, and will further assume that the internal
camera parameters are all known. A preliminary discussion of how geometric
algebra can be used to estimate these internal parameters is contained in [9]. The
basic techniques described here can be generalised in a number of ways to deal with
more complex situations and at various points we discuss how one might exploit
this. In particular, the extension beyond two cameras is straightforward. This is
an area where more traditional tensor-based approaches run into difficulties.

2 Geometric algebra in three dimensions

The geometric algebra of three-dimensional space is generated by a right-handed
orthonormal set of vectors {ej, s, e3}. Their geometric product satisfies

eiej = 045 + Leger, (2.1)
where [ is the pseudoscalar
I =e; Neg A ez = ejeges. (2.2)
The full algebra is spanned by

1 {e:} {Ie;} 1 (2.3)

1 scalar 3 vectors 3 bivectors 1 trivector.

The dot and wedge symbols have their usual meaning as inner and outer products,
and for vectors

1 1
a-bzi(ab%—ba) a/\bzi(ab—ba). (2.4)

The geometric product for general multivectors is denoted simply by juxtaposition,
and throughout inner and outer products take precedence over geometric products.
Angled brackets (), are used for the projection onto grade operation, and the
scalar part of a multivector A is denoted simply by (A). The scalar part satisfies
the cyclic reordering property

(AB---C) = (B---CA). (2.5)



The reverse of a multivector is formed by reversing the order of geometric products
of vectors in the multivector and is denoted with a tilde. An arbitrary multivector
M can be decomposed as

M=a+a+ B+ p3I, (2.6)
where o and [ are scalars, a is a vector and B is a bivector. The reverse of M is

M=a+a—B-pl. (2.7)

3 Rotors and Rotations
A rotor is a normalised element of the even subalgebra,
R=a+ B, (3.8)
where « is a scalar and B is a bivector. The normalisation condition is that
RR=RR=0o>—-B*=1. (3.9)
Rotors generate rotations of vectors via the double-sided transformation law
a v a = RaR. (3.10)
This same law holds for bivectors, since

(RaR) A (RbR) = %(RaRRbR — RbRRaR)
= 1R(ab—ba)R
= RaADR. (3.11)

It is also simple to check that rotors leave inner products invariant,
a b = (RaRRbR) = (ab) = a - b. (3.12)

The rotor transformation law a — RaR also leaves trivectors invariant, so has
determinant +1 and must be a rotation.



Tangent plane

Figure 1: Tangent Space. At each point on the sphere one can attach a tangent
plane.

Rotors can be parameterised directly in terms of the plane of rotation by writing
R = exp(—B/2). (3.13)

The rotor R now generates a rotation through an angle |B| in the plane specified
by B, with the same orientation as B. In three dimensions we can also write

R = exp(—011/2) (3.14)

where 6 = |B|, and 7w = —IB/|B| is the unit vector representing the rotation axis.
The map between a vector n and the bivector In is called a duality transformation.
Bivectors can only be dualised to vectors in three dimensions, so the concept of an
axis of rotation only exists for three-dimensional space.

3.1 The Group Manifold

Rotors are elements of a four-dimensional space, normalised to 1. They can be
represented as points on a 3-sphere — the set of unit vectors in four dimensions.
This is the rotor group manifold. At any point on the manifold, the tangent space
is three-dimensional. This is the analog of the tangent plane to a sphere in three
dimensions (see Figure 1).

Rotors require three parameters to specify them uniquely. One common param-
eterisation is in terms of the Euler angles (0, ¢,v),

R = exp(—eje20/2) exp(—eqe30/2) exp(—eie21)/2). (3.15)



But often it is more convenient to use the set of bivector generators, with
|B? < . (3.16)

The rotors R and —R generate the same rotation, because of their double-sided
action. It follows that the rotation group manifold is more complicated than the
rotor group manifold — it is a projective 3-sphere with points R and — R identified.
This is one reason why it is usually easier to work with rotors.

3.2 Extrapolating Between Rotations

Suppose we are given two estimates of a rotation, Ry and Ry, how do we find the
mid-point? With rotors this is remarkably easy! We first make sure sure they have
smallest angle between them in four dimensions. This is done by ensuring that

(RoR;) = cosf > 0. (3.17)

If this inequality is not satisfied, then the sign of one of the rotors should be flipped.
The ‘shortest’ path between the rotors on the group manifold is defined by

R(\) = Ryexp(AB), (3.18)

where

R(0) =Ry, R(1)=R,. (3.19)

It follows that we can find B from
exp(B) = RyR,. (3.20)

The path defined by exp(AB) is an invariant construct. If both endpoints are
transformed, the path transforms in the same way. The midpoint is

Rijs = Ryexp(B/2), (3.21)

which therefore generates the midpoint rotation. This is quite general — it works
for any rotor group (or any Lie group). For rotations in three dimensions we can
do even better. Ry and R; can be viewed as two unit vectors in a four-dimensional
space. The path exp(AB) lies in the plane specified by these vectors (see Figure 2).



Figure 2: The path between two rotors The rotors can be treated as unit vectors
in four dimensions. The path between them lies entirely in the plane of the two
rotors, and therefore defines a segment of a circle.

The rotor path between Ry and R; can be written as
R()\) =Ry (cos A0 + sin A0 l%), (3.22)

where we have used B = 05. But we know that

exp(B) = cosf +sinf B = RyR;. (3.23)
It follows that
R(\) = Ho (sin@ cos A0 + sin \@(RyR; — cos 9)) (3.24)
sin 6 0t '
1 /. .
= (sm(l — A0 Ry + sin A0 Rl), (3.25)

which satisfies R(A)R()\) = 1 for all X\. The midpoint rotor is therefore simply

This gives us a remarkably simple prescription for finding the midpoint: add the
rotors and normalise the result. By comparison, the equivalent matrix is quadratic
in R, and so is much more difficult to express in terms of the two endpoint rotation
matrices.

Suppose now that we have a number of estimates for a rotation and wanted
to find the average. Again the answer is simple. First one chooses the sign of the
rotors so that they are all in the ‘closest’ configuration. This will normally be easy
if the rotations are all roughly equal. If some of the rotations are quite different



then one might have to search around for the closest configuration, though in these
cases the average of such rotations is not a useful concept. Once one has all of the
rotors chosen, one simply adds them up and normalises the result to obtain the
average. This sort of calculation can be useful in computer vision problems where
one has a number of estimates of the relative rotations between cameras, and their
average is required.

The lesson here is that problems involving rotations can be simplified by working
with rotors and relaxing the normalisation criteria. This enables us to work in a
four-dimensional linear space and is the basis for a simplified calculus for rotations.

4 Rotor Calculus

Any function of a rotation can be viewed as taking its values over the group
manifold. In most of what follows we are interested in scalar functions, though
there is no reason to restrict to this case. The derivative of the function with respect
to a rotor defines a vector in the tangent space at each point on the group manifold.
The vector points in the direction of steepest increase of the function. This can
all be made mathematically rigorous and is the subject of differential geometry.
The problem is that much off this is over-complicated for the relatively simple
minimisation problems encountered in computer vision. Working intrinsically on
the group manifold involves introducing local coordinates (such as the Euler angles)
and differentiating with respect to each of these in turn. The resulting calculations
can be long and messy and often hide the simplicity of the answer.

Geometric algebra provides us with a more elegant and simpler alternative. We
relax the rotor normalisation constraint and replace R by ¢y — a general element
of the even subalgebra. There is a very simple derivative operator associated with
1. We first decompose 1 in terms of the {e;} basis as

3
@D - 1[)0 + Z 1/%]6;; (427)
k=1
where the {¢y, ..., 13} are a set of scalar components. We now define the multivector
derivative Oy by
0 —i—i’:lei (4.28)
YT (o tou |



This derivative is independent of the chosen frame. It satisfies the basic result
Op(PA) = A (4.29)

where A is a constant, even-grade multivector. All further results for 9, are built
up from this basic result and Leibniz’ rule for the derivative of a product.
The basic trick now is to re-write a rotation as

RaR = ay™". (4.30)

This works because any even multivector ¢ can be written as
Y = p°R (4.31)
where R is a rotor, p = ¥ and p = 0 if and only if ¢» = 0. The inverse of ¢ is then
Yy =p PR (4.32)

so that
Y~ = RR = 1. (4.33)

The equality of equation (4.30) follows immediately. If one imagines a function over
a sphere in three dimensions, one can extend this to a function over all space by
attaching the same value to all points on each line from the origin. The extension
R +— 1 does precisely this, but in a four dimensional space.

We are now able to differentiate functions of the rotation quite simply. The
typical application is to a scalar of the type

(RaR) - b= (RaRb) = (arp~'b). (4.34)

We now have
Dy (hayy™1b) = a1 + Dy (ar)~1b) (4.35)

where the overdot denotes the scope of the differential operator (i.e. the term being
differentiated). We next require a formula for the inverse term. We start by letting
M be a constant multivector, and derive

0 = D (Y M) = M + Dy (v~ M), (4.36)
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It follows that
Dp (™ Mp) = =~ M. (4.37)

But in this formula we can now let M become a function of v, as only the first
term, 1!, is acted on by the differential operator. We can therefore replace M by
M1~ to obtain the useful formula

Oy M) = =~ My, (4.38)
We can now complete the derivation started at (4.35) to find

Oy (Warp ™) = ap b — pbpary ™. (4.39)

It is convenient to premultiply this expression by ¢ to get

YOy (hary™ by = pary™'b — bparh ™ = 2(RaR) A b. (4.40)

The fact that the geometric product is formed between 1 and 0, is important. This
product is invertible, so no information is lost. The fact that a bivector is formed
here is sensible. Bivectors belong to a three-dimensional space — the same number
of dimensions as the tangent space to the group manifold. The big advantage of
the approach used here is that one never leaves the geometric algebra of space,
and the resultant bivector is evaluated in the same space, rather than in some
abstract tangent space on the group manifold. The result (4.40) is also sensible if
one thinks about varying R in (RaR) - b while keeping the vectors a and b constant.
This function clearly has a maximum when RaR is parallel to b, which is precisely
where the derivative vanishes.

This simple derivation turns out to be very useful in a range of applications,
including rigid body dynamics and point-particle models for fermions. Here we
have chosen to illustrate its use with some applications in computer vision.

5 Computer Vision

The main problem of interest in this paper is that of camera localization. Suppose
that we have different camera views of the same scene. Given point matches with
added noise, we want to find the relative translation and rotation between the
cameras. Once the camera geometry has been calculated like this, it is possible
to reconstruct the three-dimensional scene. Applications of this basic idea include
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Figure 3: The basic two camera setup. The same object is viewed from two different
directions. The cameras are related by a translation and a rotation. All vectors
are expressed relative to some arbitrary origin O. The relative vector between the
camera centres, t = ty — t1, is independent of the origin.

fields such as motion analysis, reaching and neurocontrol, and robot control. Before
studying the more realistic case of a projective camera model (see Section 6) we
first study a simpler, toy problem whose solution is well known. This is the case
where the full 3-d position is measured for the point matches, including the range
data. This enables us to introduce some of the tools of Bayesian inference in a
simplified setting.

5.1 Known Range Data

Suppose that we know the full three-dimensional coordinates of each point match
(which is not very common in practice). The basic solution in this case is well
known for the two camera case and has been discussed by many authors [1, 6, 7, 11].
The derivation presented here is slightly different, however, in being based on an
underlying probabilistic model for the data, with the rotations and translation
recovered via a Bayesian argument. Relative to an arbitrary origin, O, the camera
centres are located at positions ¢; and t,, and the point matches at positions X*
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Cameral 3

Figure 4: The camera frame. Each camera has a frame {e;} attached to it, with the
3-axis representing the optical axis. The camera frame is related to an arbitrary
global frame {f;} by a rotor, with a separate rotor required for each camera. The
rotor taking the camera 1 frame onto the camera 2 frame is then szil, and this is
what we aim to find.

(see Figure 3). Throughout we use superscript indices to label the point matches,
and subscript Latin indices to label frame vectors, {e;}, or components of a vector,
x;. Which of these is intended should be obvious, as we only use e; and f; for frame
vectors. At various points, subscript Greek indices are used to label the cameras.

If we write the two camera frames as {ej;} and {es;} respectively, then the data
we assume that we can record are a set of coordinates for the point matches,

af. = ey (X —t) (5.41)
ah = ey (X —ta). (5.42)

We now introduce a third, arbitrary reference frame { f;}, which is related to the
two camera frames by

e1; = RifiR1, €3 = RofiRs. (5.43)

(See Figure 4). The advantage of working with separate rotors for the camera
frames, instead of the mutual rotation between them, is that it keeps all formulae
symmetric in the choice of frame, and ensures that the equations generalise easily
to the n-camera case. This also provides a useful check on the formalism — we
should only obtain equations for the mutual rotation between the camera frames,
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and not the absolute rotations between the camera frames and the {f;}. In terms
of storing and manipulating the data, everything is done in terms of the {f;} frame,
which is usually chosen to coincide with the camera 1 frame. We next define the
vectors

vy =y, i wh = b, fi, (5.44)

which should be related by
Xk == Rll‘lle + tl == RQIESRQ + tQ, (545)

for all point matches k.

When we measure the position coordinates for a point match the measurements
will be subject to various forms of noise due to discretisation (from the conversion
to digital pixel coordinates), camera wobble, inexact point matches and many other
effects. We will assume that all of this noise can be modeled with a simple Gaussian
distribution, centred on the exact value. This is an enormous simplification and
is almost certainly incorrect. The main advantage in assuming Gaussian noise
is that the various marginalisation integrals can be performed analytically and
usually return simple, least squares functions to minimise. The point of adopting
a Bayesian framework is that these (often hidden) assumptions are brought out
clearly. This in turn suggests various improvements which can lead to more accurate
reconstruction.

Our assumed probability density function (pdf) is (ignoring the normalisation)

P(z},) o exp<2;12 (wlfl —ey; - (XF— t1)>2> (5.46)
P(zh)) o exp<2;12 (wéz —eg; - (XF — t2)>2>. (5.47)

The pdf for the vector x¥ is therefore simply
-1 _
P(s*) exp(M(Rlxlle Y- Xk)?), (5.48)

with a similar result holding for z&. The full joint probability distribution over all
point matches is therefore

P({l"f, xg}’{Xk}v R17 R27 tl; t2) X
-1 - -
eXP(%‘2 Z(R1$lfR1 +t — Xk)2 + (RngRg +ty — Xk)2) (5.49)
k
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Bayes’ theorem [12] states that

P(Y|X,I) x P(X|I)

P(X|Y,I) = B0

x P(Y|X,I) x P(X|I). (5.50)

This follows immediately from the product rule of probability theory. The final
term P(X|I) is called the prior and is chosen to reflect any knowledge we might
have about the quantity to be determined prior to any measurements being made.
In our case we have no such knowledge, so we assume uniform priors for the camera
frames and centres, and for the positions of the point matches. We can therefore
use Bayes’ theorem to invert our pdf to obtain

P({a}, 25 H{X"}, Ri, Ro, t1, t2) o< P(Ry, Ro, ty, ta, {X*}{2}, 25}), (5.51)

where we continue to ignore normalisation factors. The next step is to marginalise
over the actual positions X* to get the pdf for the rotors R; and positions ¢; in
terms of the data. This marginalisation process is performed by simply integrating
out the unwanted degrees of freedom,

P(Rla R27 tla Zf?l{xlfa xIQC})
o< /d3X1 BX2 - dBXT P(Ry, Roy o, to, [XPY{2h, b)), (5.52)

The marginalisation integrals are straightforward once one employs the result
9 9 1 2 1 9
(X —a)?+ (X —D) :2(X—§(a+b)) +5la—b)*, (5.53)
All that remains after the integral is therefore

P(Rl, RQ, tl, t2|{xlf, xg}) X
-1 5 5
exp(w Z(Rlxlle - R2x§R2 + tl — t2)2> . (554)
k

Maximising this function therefore reduces to minimising the least squares difference

S = Z(Rlxlfél — RQl’gRQ + tl — tg)z, (555)
k

as has been discussed by many authors [1, 6, 7, 11].
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5.2 Solution

The first point to note is that S of equation (5.55) is a function of ¢; — ¢, only, and
hence is independent of the absolute origin. This is precisely the behaviour we
expect. It follows that minimisation of S with respect to either t; or t5 lead to the
same equation, which is simply that

ty —ty = RiZ1 Ry — RoZo Ry (5.56)
where | |
n 4

The vector ty — t; is simply the difference in the two centroids of the data, and
depends on the rotors R;.

Now that we have found t; — ¢; we can substitute its value back into S to
express S as a function of the rotors only:

S = Z(Rl — 171 R1 RQ(.II; — jQ)R2)2. (558)

On squaring this only the cross terms remain with any rotor dependence, and we
are left to maximise

S' = S ((ak — &) Ry Ro(ah — 7o) RoRy). (5.59)

This is a function of the relative rotor Ry R, only, again as expected. The same
equation is obtained if we differentiate S’ with respect to R; or R,. Using the
result of equation (4.40) we see that the equation to solve is

zkj(Rl(x’f — Z1)Ry) A (Ra(2h — Z2)Ry) = 0. (5.60)

Taking the inner product with the bivector ej; A e;; produces the equation
Fij —Fj; =0 (5.61)

where

Z — 1171 f (RlRQ( — ZEQ)RgRl). (562)
k

This is easily solved with a singular-value decomposition of F;;, as has been discussed
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elsewhere [8].

5.3 Adding more cameras

The generalisation to n cameras is quite straightforward. Instead of two terms in
the pdf of equation (5.49) there are now n of them. The marginalisation integral
simply involves completing the square as follows:

n n

Z(X—aa)zzn(X—;Zaa> += Z o — ag)’ (5.63)

a=1 a=1 Oé<5

The least squares expression to minimise therefore involves the sum over all n(n —
1)/2 combinations of different cameras,

S= 3D (RatiRa — Rsaf Ry + to — tg)?, (5.64)
a<f k

where the k& sum runs over point matches, and «, 8 run over the camera pairs.
This result is sensible as it is totally symmetric on the camera labels and does not
depend on relating everything back to a preferred reference camera.

Minimising S with respect to each of the ¢, vectors gives the simple solution
for the relative translations

ta —ts = RaZaRa — RaTsRp. (5.65)

Again, the total vector t; + - -- 4 t,, is unspecified. Substituting the values for the
relative vectors into S, we are left with the function

S= 3" > (Ral o)Ra — Ry(xj _5)1%)27 (5.66)

a<f k

which we want to minimise with respect to the n rotors R,. As before, one only
obtains equations for the relative rotations between two cameras, and not the
absolute rotation from the global {f;} frame.

One can get the general feel of this equation structure considering three cameras
(Figure 5). The three equations from the three rotors reduce to

Z(Rl(l‘lf — Zi‘l)R1> VAN (RQ(Z‘S — IZ‘Q)RQ + Rg(l‘g — Zi‘g)Rg) =0 (567)
k
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Figure 5: The three camera setup. The relative vectors between the cameras
are given by t;; = t; —t;. The relative rotations are R;; = R;R;. These satisfy
t12 + ta3 +t31 = 0 and Rz Ro3Rip = 1.

and

Z(R2($§ — J_Tg)Rz) A <R3($I§ - J_Tg)Rg + R1($If — Q_Tl)Rl) =0. (568)

The final equation is just the sum of the first two and contains no further information.
Again, this is to be expected as there are always n — 1 relative rotations to solve
for.

This equation structure is more complicated that the 2-camera case, and cannot
by solved simply with a singular-value decomposition. Rather than removing
the anti-symmetric component of a single tensor, one has to minimise the anti-
symmetric components of 3 independent tensors, using 2 independent rotors. This
problem should be numerically quite straightforward to solve, either at the level of
the equations, or through direct numerical minimisation of the S of equation (5.66).
This latter approach is simplified by the fact that the individual pairwise minimisers
for two of the pairs provide good starting points for any minimisation routine.

6 Unknown Range Data

In most computer vision applications we do not have access to the third coordinate
giving the direction to a point. Instead what we measure are pixel coordinates in
the camera plane (see Figure 6). Placing the origin at the camera centre, a world
point X has coordinates (X, X5, X3) expressed in the camera frame. Adopting
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Cameral

Optical e
Centre

Figure 6: Pixel Coordinates. In most applications in computer vision one only
measures the pixel coordinates of a point in the camera plane. Provided the camera
is calibrated, these can be converted to the image coordinates of x.

the projective pinhole camera model, the image point x has coordinates (z1, za, f),
where f is the focal length. The pixel coordinates u = (uy, ug, 1) are related to the
image coordinates by a 3 x 3 camera matrix C|

u=C(z/f), z/f=Cu (6.69)

(See [9] for more details). Provided the matrix C' is known, we can recover the
vector x/f. For a projective pinhole camera, the components of this are simply the
homogeneous coordinates (X1/X3, X/ X3,1) of the world point X.

For the 2-camera setup of Figure 3, the two coordinates we measure in the
Camera 1 system are

k= eri - (X — 1)
N e (XF— 1)

i=1,2. (6.70)

A simple model would be to assume is that the observed data is taken from a
Gaussian distribution centred on these values. The problem with this is that the
resulting marginalisation integral over the X* cannot be performed analytically.
Instead we will use a different model in which the marginalisation integrals can be
performed. The result is a likelihood function which can be minimised very quickly
and efficiently. The results of this turn out to be reasonable, and geometrically
quite sensible.
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Our choice of a simplified model, including modeling the combined effects of the
various sources of noise with a simple Gaussian distribution, is one of a number of
simplifying assumptions we will make in order to find a simple function to minimise.
Each of these assumptions can be challenged and modified to construct more
realistic models and give better reconstruction. This approach is quite different
from the standard alternative, based on the epipolar geometry and the fundamental
matrix [10, 14]. In this approach an assortment of least-squares optimisers are
considered, none with any underlying justification from a probabilistic model, and
an assortment of linear algebra techniques are used to find the mutual translation
and rotation. Many of these do not properly account for the structure of the
rotation group, which limits their accuracy. They do have some value, however,
in providing some fast algorithms to give initial points for the nonlinear schemes
developed here.

Our starting point is the pdf of equation (5.49). That is, we start by treating
all three coordinates in the same way. Again, we marginalise over the positions X*
to get the 2-camera joint pdf, but this time we view the range data as an unknown
parameter and assign it a uniform prior. We therefore arrive at the distribution

P(R17 R27 tlv t27 {Zf7 Z§}|{‘/I’Jlgz7 'rgl}> X
-1 . .
exp(zg2 > (Rizfai Ry — Rozyah Ry + ) — t2)2>, (6.71)
k

where 7 runs over the two coordinates in the camera plane, z* is the unknown
range (o denotes the camera), and the vectors %, 2% are formed directly from the

measured data by
2
zh = wa,fi+ f (6.72)
i=1

The next step is to marginalise over the unknown ranges z; and z,. Here we make
one final simplification by taking the range of the integrals from —oc...o00. This
allows for points behind the camera to be considered, so is clearly unjustified, but
has the advantage that the integrals can be performed analytically. The integral
we require has the form

I = / dz; dzy exp(—(zml — Zoay + t)2) (6.73)

where a1 = Rlx’f}?h etc. and t = t; — ty. To carry out this integral we need the



20

result that

where T;; is an n X n symmetric matrix, b; is an n-component vector and N is a
normalisation constant. For the integral (6.73) the matrix T,; is given by

2 — .
nj:< “ ag“ﬁ, (6.75)

—ap - G2 a2

and the vector b; is

—ay t
b; = ) .
i (art> (6.76)
It follows that
det Tij = CL12CL22 — (a1 . 0,2)2 == —(a1 A 0,2)2, (677)
and ,
_ 1 az ay - o
Tl . .
Y (a1 A ag)? (al cay  ar® ) (6.78)
Hence
1
-1 _ 2 2 2 2
bleTzJ = _(al/\a2)2(a1 (CL2 . t) + ag (al . t) - 20,1 Qo Qg - tCLQ . t)
= —_-—_—— . t _ . t 2
(a1 A ag)? (-0, — a3 -tar)
_ <t-(a1/\a2)>2 (6 79)
]al A\ Cl2| ’ )

which assembles into a simple geometric function. Applying these results to the
pdf of equation (6.71), and remembering the final (; — t5)? term, we arrive at the
log-likelihood function

((tl — t2) A ((Rll’]qu) A\ <R2$§R2>))2
k=1 |(Ryak Ry) A (Rox Ry) |2

(6.80)

This is now a simple function of the vectors ¢, and the rotors R,. Again, only the
relative translation (t; — t) enters the problem, and the freedom to choose the f;
reference frame means that one of the rotors is arbitrary.

The function (6.80) has a simple geometric interpretation in terms of the
distance between the projective lines for a given point match (see Figure 7). Given
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Figure 7: Line Distance. Given a point match in the two camera planes, the vectors
are extended out to three-dimensional space, and the distance between the lines is
found. The sum of the squares of these is minimised to find the best fit translation
and rotation.
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a point match, the projective lines from the two cameras are extended into space.
The function then records the square of the distance between the lines (in units
on [t; — t3]), and sums these over all point matches. This is certainly a sensible
error measure for this problem, and it is instructive to see how it arises from a
probabilistic model.

The function (6.80) is scale invariant, since no scale has yet been imposed on the
problem. As it stands, therefore, the function is minimised by setting t; — to = 0.
To avoid this we need to impose a scale, which is most simply achieved by setting

(t1 —tp)* = 1. (6.81)

This condition is imposed by including a Lagrange multiplier, so the function to
minimise becomes

S=3((th—t)- n’f)Q — At = t2)? = 1), (6.82)

1

n
k=

where kB kp
ke I(Rlz;;{i’l) A (Rza;’czf?z). (6.83)
|(R1$1R1) A (R2'T2R2)’

Our final S (6.82) is still quadratic in the relative vector t = t; —t9, and minimising

gives the simple equation

S ot-nfnk =t (6.84)
k=1

We next construct the symmetric, positive definite function
n
Fla) =Y a-n"nk, (6.85)
k=1

which is a function of the data and the rotation only. The translation ¢ is an
eigenvector of this function, with the eigenvalue

A=t -F(t) = Zn:(t -nF)? =8, (6.86)

So to minimise the error function S we need to choose t to be the eigenvector with
smallest eigenvalue. All we need do, then, is minimise the lowest eigenvalue of
F with respect to the rotor R. This is a fairly simple optimisation problem, as
we only need to search in the 3-parameter rotor space. Numerical studies of this
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function reveal that it contains some local minima, but the global minimum lies in
a fairly deep valley and it is not hard to find this numerically.

7 Extension to 3 cameras

The Bayesian analysis presented here extends easily to the 3 camera case. A
simpler alternative, however, is to take the log-likelihood function of equation (6.80)
and sum this function over each of the camera pairs. Incorporating a Lagrange
multiplier to impose a suitable constraint, the function we need to minimise is

S3 = zn:((tl —tg) - n12)2 + ((752 —t3) - n23)2 + ((tg — 1) - n’§1>2

k=1
(=8 + (2 —ts)* + (ts — 11)* — 1)), (7.87)

where ~ _
ko I(Rl.%]le) VAN (RQ.%IQCRQ)

Mg = kT kT
[(RiziRy) A (RoasRy)|
We only get independent equations from minimising with respect to two of the
three translation vectors. Taking these to be ¢; and ¢, the equations we arrive at

etc. (7.88)

are
Z tl — tz) n12 n’f2 (t3 — tl) . n§1 nlgl = )\(Qtl - tQ - tg) (789)
Z tg — tg n23 7153 (tl - tg) . nlfQ 7’LII€2 == )\(2t2 - t3 - t1> (790)

If we now set
a:2t1 —tg —tg, b:2t2—t3—t1, (791)

then we recover a 6 x 6 eigenvalue problem of the form
Fio+2F31 F31—Fip ) fa a
=3\ 7.92
( Fos —Fi2 2Fa3 +Fip) \b b ( )

Fia(a Za nk,nk,  etc (7.93)

where
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As in the 2 camera case, the eigenvalue A returns the value of S3 that we are trying
to minimise. The minimisation problem therefore reduces to finding a pair of rotors
which minimises the lowest eigenvalue of a 6 x 6 matrix. Numerical implementation
of this algorithm will be presented elsewhere.

8 Conclusions

Geometric Algebra is an extremely powerful tool for handling rotations in three
dimensions. Vectors and the quantities which act on them are united in a single
algebra, which has a number of computational advantages. Relaxing the normalisa-
tion condition for rotors provides a simplified calculus for rotations which avoids
having to work in the tangent space to the group manifold. As a result, many
extremisation problems involving rotations can be studied and solved without ever
leaving the geometric algebra of 3-d.

The applications to the camera localization problem given here illustrate the
various advantages that geometric algebra can provide. This is particularly so
when combined with Bayesian inference techniques. The models considered here
are highly simplified, though still quite useful. Much work remains in order to
construct robust, accurate algorithms to use with real cameras. The effects of
the camera matrix must be included, particularly as the cameras often require re-
calibrating after they are moved significantly. Similarly, more realistic noise models
are required. Discretisation errors, for example, are certainly not well modeled as
Gaussian process. In addition, we need to be able to work with arbitrary numbers
of cameras, allowing for occlusion effects where point matches may only be shared
by a subset of all of the cameras. When tackling each of these problems, however,
there seems little doubt that the combination of geometric algebra and Bayesian
reasoning advocated here will turn out to be the best way to proceed.
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